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 Music carries emotional information and allows the listener to feel the 

emotions contained in the music. This study proposes a multimodal music 

emotion recognition (MER) system using Indonesian song and lyrics data. In 

the proposed multimodal system, the audio data will use the mel 

spectrogram feature, and the lyrics feature will be extracted by going 

through the tokenizing process from XLNet. Convolutional long short term 

memory network (CNN-LSTM) performs the audio classification task, while 

XLNet transformers performs the lyrics classification task. The outputs of 

the two classification tasks are probability weight and actual prediction with 

the value of positive, neutral, and negative emotions, which are then 

combined using the stacking ensemble method. The combined output will be 

trained into an artificial neural network (ANN) model to get the best 

probability weight output. The multimodal system achieves the best 

performance with an accuracy of 80.56%. The results showed that the 

multimodal method of recognizing musical emotions gave better 

performance than the single modal method. In addition, hyperparameter 

tuning can affect the performance of multimodal systems. 
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1. INTRODUCTION 

Music is a cultural expression that has gone through a long history and is used to express a feeling 

or event. In today's era, music has become a lifestyle that can be listened to anywhere and anytime or a 

helpful tool to reduce stress after a long day at work. In 2021, the world still suffered from the pandemic 

COVID-19. Peoples prefer to do their activities at home and work at home to decrease the spread of the 

pandemic. These activities boost the music industry because people tend to listen to music to kill their 

boredom while doing their activities at home. Based on statistical data released by business of apps shows 

how Spotify performed during the pandemic and how pandemic COVID-19 may affect the music industry. 

The Spotify perfomance will be divide to two figures, Figure 1(a) shows Spotify's profit during the  

COVID-19 pandemic era, and Figure 1(b) shows the people that start streamed music on Spotify. 

Figure 1(a) shows Spotify's profit rose around 16%, from 2.5 billion to 2.7 billion revenues during 

the COVID-19 pandemic era, on Figure 1(b) shows up to 400 million people start streamed music on Spotify, 

which shows the Spotify peak performance in 2021. The crisis may accelerate underlying trends in the music 

industry. This fact shows the need to stream music, which has grown from 9% to 47% in just six years. 

Music has various genres, including jazz, rock, pop, blues, RnB, metal, classic, country, hip-hop, and many 

https://creativecommons.org/licenses/by-sa/4.0/
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more. The exciting thing about music is that it can carry emotions and let the listeners feel the same 

emotions, affecting their mood [1], involving 2,400 people who stated, “even music with sad melodies can 

calm someone's feelings”. Also, this study found that people tend to prefer listening to sad songs when they 

feel a painful event such as a breakup or are grieving the loss of a loved one. Songs can express our inner 

feelings, produce goosebumps, bring us to tears, share an emotional state with a composer or performer, or 

trigger specific memories. Interest in a deeper understanding of the relationship between music and emotion 

has motivated researchers from various areas of knowledge for decades [2]. This proves that music can affect 

or improve a person's mood when given to people in the right mood. Music contains much human emotional 

information. Also, Panda et al. [3] gave an example of music containing multiple emotional features. The 

emotional information can be extracted and can help identify basic emotions contained in the song through 

the study of music emotion recognition (MER) [4]. Kumar and Saxena [5], they study the behavior of human 

with bipolar probability which also count the survivability of the subject, MER study also happen to study the 

behavior of human that listen to the music or the creator of the music by studying the emotion that consists 

off the music. 

The study of MER has recently gained attention, and several studies have served as the foundation 

for this study. The study about lyrics-based MER achieved 94.7% accuracy using a deep neural network 

(DNN) and the XLNet transformer model [6]. While [7] achieved 100% accuracy using convolutional long-

short term memory deep neural network (CLDNN). The architecture consists of convolutional neural 

network (CNN), long short term memory (LSTM), and DNN layers. With audio modal [8], using architecture 

stacked CNN, bidirectional gated recurrent unit (BiGRU) achieved root mean square error (RMSE) of 0,01. 

A multimodal study by [9] uses CNN-LSTM to process 2D features, DNN to process 1D features, the 

stacking method to ensemble results, and artificial neural network ANN as the meta classifiers to achieve 

78.2% average accuracy. With different methods [10], using LSTM on audio, bidirectional encoder 

representations from transformers (BERT) transformer on lyrics, and using late fusion subtask merging 

(LFSM) method achieve 79.62%. The problem common in the MER studies is the limitation to achieving 

higher accuracy in detecting emotion just by using one music information variable (like audio, lyrics, or 

video) [11]. Through the good results of MER, researchers try to achieve more significant results by 

combining two or more datasets called the multimodal method. 

The proposed method CNN-LSTM uses the same architecture as the simple LSTM as there are 

LSTM layers and dropout layers respectively throughout the entire architecture [12]. Talafha et al. [13] used 

the LSTM layer as a decoder on RNN architecture, the proposed method uses the CNN layer and CNN-

LSTM layer as a decoder on LSTM architecture [14], [15]. After each CNN layer, [16] uses the max pool 

layer to reduce the overfitting/underfitting. With the same goal, the proposed method CNN-LSTM uses a 

dropout layer after each CNN layer. The order of the layer in the proposed method are CNN layer as the 

input layer and forget layer on LSTM architecture also, the CNN layer is the state of art in decoding images 

and other 2 dimensions or more data and is considered capable to decode the Mel spectrogram data used in 

this paper. The second layer is the CNN-LSTM layer or known as the ConvLSTM2D layer in the keras 

library, the CNN-LSTM layer is used as the output layer on the LSTM architecture. The last layer is the 

dropout layer function to reduce overfitting or underfitting. 

After researching journals and papers about MER, this paper was inspired by the [10] method, 

which combines the deep learning model for audio and transformers for the lyrics. The model used is the best 

results study on audio MER and lyrics MER. Hence, the best result model, CNN-LSTM, which is also used 

as the audio classifier on [9], [14], [15], and the XLNet transformers [6], is expected to achieve a better 

result. The stacking method for ensembled the results, and simple ANN as the meta-classifier was used for 

this experiment. This paper proposes a multimodal method for audio and lyrics data. The song dataset 

consists of 476 audio and lyrics from Indonesian pop songs. The dataset will be grouped by positive, neutral, 

and negative. The other student will share and annotate each song with Google form. The output emotion 

such as audio_positive, audio_negative, audio_neutral, text_positive, text_negative, text_neutral. There are 

two main contributions this paper can propose such as: 

Combine both lyrics and audio features from the Indonesian song dataset to fit the lack of 

classification performance. We still see the potential in this experiment because the previous study still uses 

only one feature. Combining these two features into one or multimodal method will create opportunities for 

this experiment to achieve higher results. The model used in this experiment is CNN-LSTM for the audio 

classifier, XLNet transformers for the lyric classifier, and ANN for the meta-classifier. Lastly, to solve the 

problem of two heterogeneous outputs [7], we proposed the stacking ensemble method, which fuses emotion 

output from different modalities by averaging both outputs and feeding them to the SoftMax layer. Besides 

solving the heterogeneity problems, the fusion method significantly improves the accuracy of this multimodal 

MER research by achieving both audio and lyrics musical information. 
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In summary, this paper proposes the solution of achieving higher results by using the multimodal 

method, the modal used in this paper are audio and lyrics. Different with the model that will be used in this 

paper is the best result achieved model from the literature. CNN-LSTM will be used as the audio classifier 

and XLNet transformers as the lyric classifier. To ensemble both classifiers, a neural network is used in this 

paper as the meta-classifier. The flow of this experiment will be shown in chapter 2. 

 

 

 
(a) 

 

 
(b) 

 

Figure 1. Spotify performance report for the 4th quarter of 2021 (a) Spotify profit has risen to approximately 

2.7 billion and (b) 400 million users have used Spotify 
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2. METHOD 

This section discussed the proposed CNN-LSTM model as the audio classifier, XLNet transformers 

as the text classifier, and the ensemble method. For this experiment, the total audio dataset was 476 

Indonesian songs in .wav format, while the lyric dataset was 476 Indonesian song lyrics. Both datasets have 

been annotated by crowdsourcing method like [17], [18] and divided into positive, neutral, and negative 

subgroups. Then the audio data got trimmed and cleaned from the blank sounds, while the text got cleaned 

from special characters, punctuation, and got lowercase. After the data got cleaned, the flow of audio MER 

includes the data extracted for the Mel spectrogram features. The input data is split into 50% training data, 

25% testing data, and 25% validation data. Then input the audio data to train and validate the CNN-LSTM 

model, after the train is done the model is tested with the rest of the input data. The output is the matrix of 

emotion labels with the size of 476×3 and saved with the pickle library for the next process. While the text 

MER flow includes inputting the text to test the pre-trained model XLNet transformers which has been pre-

trained with the Indonesian language. The output is the matrix of emotion labels with the size of 476×3 and 

saved with the pickle library for the next process. 

The fusion method includes importing the text MER output and audio MER output from the pickle 

library. Next, concatenate both output results to a matrix 476×6. After concatenating the data, the data got 

split into 70:30 training and testing data. Then input the 333×6 training data matrix to the ANN networks to 

train the model. After training the model, the model gets tested with the rest of the data. The test result is a 

143×6 matrix that shows the result for each label, the last thing to sum up the results is to choose the best 

result for each row of the test matrix, so the result can be concluded. The final result is the concluded 

emotion label for each song, which results in a 143×1 matrix. Figure 2 shows the flowchart of how the 

proposed multimodal system works. Figure 2 explains that each data will be trained in a separate classifier 

and concatenated afterward. Then both outputs will be trained and predicted with the meta classifier, and the 

highest probability value will be picked as the final results. 
 
 

 
 

Figure 2. The multimodal system flowchart 
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2.1.  CNN-LSTM 

CNN-LSTM is a deep learning model that combines the CNN architecture with the LSTM layer and 

is designed to solve sequential prediction problems using spatial input such as images or videos [19], [20]. 

The LSTM layer could learn the temporal information in the feature [12], while CNN is useful for analyzing 

image data. The combination of CNN and LSTM was used to analyze images with time-domain information 

(e.g., songs, and videos) [21]. The Mel-spectrogram is one of the audio features that turns time domain 

information into a Mel-scale with the image's shape. The CNN-LSTM model is suitable for this experiment 

because the feature that will be used on audio data is Mel-spectrogram, an image. The CNN-LSTM 

architecture is illustrated in Figure 3. The architecture is made by stacking the convolution and CNN-LSTM 

layers, respectively. 

 

 

 
 

Figure 2. The architecture of the proposed CNN-LSTM 

 

 

The architecture consists of a convolutional layer, a CNN-LSTM layer, 3 dense layers, and the 

output layer. A 2×3 kernel was used for the convolutional and CNN-LSTM layers. We used rectified linear 

unit (ReLU) for the convolutional, CNN-LSTM layers and the dense layer for the activation function. For the 

output layer, SoftMax was used as the activation function. The Adam optimizer and the categorical cross-

entropy loss function were also used. The network was implemented using the Keras framework.  

To conduct the audio-based MER experiment, we need to download the dataset from Google drive 

using the Pydrive library. Then, we need to transform the audio signal into the Mel-spectrogram using the 

Librosa library. Several studies also use Mel-spectrogram and achieved great results [4], [10], [22], [23]. 

After all the song data was turned into a spectrogram, all the data was grouped into positive, neutral, and 

negative and saved to a folder then uploaded to Google drive. Next, split the dataset into 60% training, 20% 

test, and 20% validation data. The next thing is building the model by using the Keras library. The model was 

built by stacking the CNN layer (with 8 and 32 filters) and CNN-LSTM layer (with 16 and 64 filters) 

sequentially. All the layers used ReLU activation and dropout layer 0.8 dropout layer help reduce the 

overfitting. It was then stacked with 128 and 92 filters dense layer as the output layer. The output layer used 

SoftMax activation. An early stopping monitor and model checkpoint was used to save the best result to save 

and stop the model if it achieves the best result. The parameter that used: optimizer=Adam, loss 

function=categorical cross-entropy, batch size=4, epoch=11. After achieving the best result from the training 

process, the model predicts the test dataset that was prepared early, consisting of a 109 Mel-spectrogram. The 

output of model prediction is the probability value and the true prediction value. The next step is saving the 

result with the pickle library for later late fusion. 

 

2.2.  XLNet transformers 

XLNet transformers is an auto-regressive language model based on transformer XL and outputs the 

token's joint probability [24]. The probability is calculated with the permutation of word tokens in a sentence. 

This is different from BERT, which uses [mask] on a random token as the learning method. XLNet predicts 

the word sequentially by calculating all possible permutations of each token. This way allows the model to 

get more textual information. The XLNet is advanced in any NLP task because these transformers use the 

two-stream attention system [25]. 

There are several steps for the text-based MER, but before that, the lyrics must be preprocessed. The 

preprocess such: clear the symbol or special characters, inlining the word, lowercase the capital word, and 

annotating the lyrics with positive, neutral, and negative. The next thing to do is list the artist, title, 

annotation, and lyrics in the comma separated values (CSV) file [26]. Afterward, the CSV files were 
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uploaded to Google drive to ease the experiments. Next, download the CSV files from Google drive using the 

Pydrive library and read the data using the Pandas library. The feature that will be used is the emotion label 

(e.g., positive, neutral, and negative). Then, import the XLNet transformer tokenizer and model using the 

transformer library. The imported XLNet model is from hugging face, titled 'malay-huggingface/xlnet-base-

bahasa-cased. Next, feed the lyric to the tokenizer, so it returns the encodings, attention mask, and input id. 

After that, split the data to train, validate, and test data with the ratio of 50:25:25. The next thing to do was 

create the training loop, resize the input shape, and save the model if it achieved the best accuracy. The 

hyperparameter used in experiment such as: batch size=4, epochs=3, optimizer adamW, learning rate=3e-5. 

After achieving the training output, feed the test data to the model for the prediction task. The prediction task 

should be finished in about 10 minutes, and the output of the prediction is a probability and the true 

prediction value. After achieving the great result on prediction, the model prediction and the probability were 

saved with the pickle library for multimodal fusion usage. 

 

2.3.  Stacking ensemble method 

Stacking is one of the ensemble method techniques. These techniques aim to apply the output of a 

multiclass model to generate a new model, this method is seen in these studies [27]–[32]. The ensemble 

method acts as a meta or sub-classifier for the basic classifier's output, where the basic classifier's output has 

been trained for different tasks or features [33], [34]. The stacking method has achieved excellent 

performance for image and text classification tasks where these statements also fulfill their task [9]. Also, the 

stacking ensemble method is stable and accurate. The model program is simple to implement, and there is no 

need to adjust the previously constructed single modal classification model. This paper used the SoftMax 

layer as the meta-classifier for the experiment. According to Shinohara et al. [35] study results, LSTM and 

recurrent neural network (RNN) architectures were functional model dependencies on a short or few-second 

scale. They also used SoftMax in one of the hidden layers as an activation function. In conclusion, the basic 

neuron network layer with SoftMax activation on the output is suitable as the meta-classifier for our 

multiclass classifier network. A multimodal stacking ensemble model, as shown in Figure 4. 

 

 

 
 

Figure 3. The architecture for the meta-learner 

 

 

The audio and text classifier output will be fused by concatenating both outputs into one input 

vector. The fusion vector will be used as input for the meta-classifier using the neuron networks model. The 

first step of the stacking method is to download the audio and lyrics output locally by using the pickle library. 

Next, concatenate the probability and true prediction value into one vector. This vector will act as the input 

for the meta-classifier, which uses the neural network. The neural network uses two dense layers and the 

output layer, which uses SoftMax as the activation function. Next, create the training loop and feed the fused 

data to the model for the training process. Lastly, predict the data and measure the performance. The output is 

varied from 0 to 1 for each label. To achieves the linear output, the highest value of the output will be present 

as the final output. 
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3. RESULTS AND DISCUSSION 

For this research experiment, Google Collab is used as a development environment and is run using 

the hosted server. The experiment would be divided into the audio-based MER, text-based MER, and fusion 

method. The hyperparameter is tuned to achieve the best result. The batch size, epoch, and learning rate are 

the hyperparameter used for tuning the text classifier. The batch size, epoch, and the number of channels used 

for tuning the audio classifier. Lastly, the meta classifier used the number of channels. Tables 1-3 summarize 

the result of hyperparameter tuning on the audio classifier, text classifier, and fusion method. 

 

 

Table 1. The result of hyperparameter tuning on text-based MER 
No. Batch size Learning rate Validation accuracy (%) 
1. 8 3e-5 57.88 
2. 8 3e-4 52.38 
3. 8 3e-3 44.76 
4. 8 3e-2 39.64 
5. 4 3e-5 58.39 
6. 4 3e-4 50.17 
7. 4 3e-3 43.92 
8. 4 3e-2 51.07 

 

 

Table 2. The results of hyperparameter tuning on audio-based MER 
No. Filter Batch size Validation accuracy (%) 

1. 8,16,32,64 1 55.56 

2. 16,32,64,128 1 48.15 
3. 16,32,32,64 1 66.67 

4. 8,16,16,32 1 55.56 

5. 8,16,32,64 4 51.85 
6. 16,32,64,128 4 55.56 

7. 16,32,32,64 4 44.4 

8. 8,16,16,32 4 44.4 

 

 

Table 3. The result of hyperparameter tuning on fusion method 
No. Filter Validation accuracy (%) 

1. 16,8 78 

2. 32,16 80.56 
3. 32,64 79.66 

4. 64,128 75.2 

 

 

In Table 1, the text-based MER experiment using the XLNet model with hyperparameter settings: 

batch size=4, epoch=3, and learning rate=3e-5 reached 58.88%. With hyperparameter tuning, the XLNet 

model increased accuracy by about 10%, increasing accuracy from 39.64% to 58.8%. In Table 2, experiments 

on the CNN-LSTM model using batch size=4, epoch=15, and the number of channels 8, 16, 16, and 32 

settings achieved the highest results with an accuracy of 66.67%. The results of hyperparameter tuning on 

CNN-LSTM and XLNet transformers increase, although the increase in accuracy is not much because the 

dataset is still relatively small. The tuning hyperparameter is also applied to the ANN model. The 

hyperparameter used in the meta-classifier is the number of channels. The number of channels was chosen 

because this hyperparameter is quite easy to adjust, and the tuning results are immediately visible. In Table 3, 

the best result of the hyperparameter tuning ensemble method is 80.56%, with channel numbers 32 and 16. 

The order of layers used in the neural network model is the dense filter, dropout layer, dense filter, and output 

layer. The optimizer used is stochastic gradient descent (SGD). 

The conclusion from the hyperparameter tuning results, the ensemble method significantly increases 

results with hyperparameter tuning from the audio model and the text model. The highest result achieved a 

validation accuracy of 82.40%, which is classified as very good compared to this paper experiments with 

audio and text classifiers, which did not reach above 80%. This also proves that the multimodal method has 

achieved higher results than the audio and text classifiers. The only thing holding the experiment back is that 

the dataset is too small, which causes the model not to learn well. Table 4 will also show the best result of 

each experiment. 

Table 4 shows the best result after getting the hyperparameter tuning. The proposed audio classifier 

gets 43.12% in test accuracy, lyrics get 58.88% in test accuracy, and the fusion method gets 80.56% in test 

accuracy. The fusion method achieves much higher results than audio classifiers or text classifiers. As in the 

[36] study, multi-modality outperforms single since the former has access to a better latent space 
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representation. Tables 5-7 show the comparison result for each experiment of this paper with the relevant 

MER experiments research. 

 

 

Table 4. The best result of each experiment 
No. Method Val accuracy (%) Test accuracy (%) 

1. CNN-LSTM (Audio modal) 44.4 43.12 

2. XLNet Transformers (Text modal) 58.39 58.88 

3. Fusion Method 82.40 80.56 

 

 

Table 5. The comparison result of this paper experiments with the audio MER research 
No. Research Modal Model Dataset Test accuracy (%) 

1. [22] Audio CNN 774 songs 72.40 

2. [14] Audio CNN-LSTM 361 Indonesian songs 58.33 
3 [7] Audio CNN, LSTM, DNN 124 Turkish traditional songs 100 

4. This paper Audio CNN-LSTM 476 Indonesian songs audio 43.12 

 

 

Table 6. The comparison result of this paper experiments with the lyrics MER research 
No. Research Modal Model Dataset Test accuracy (%) 

1. [37] Lyrics BiLSTM 2189 Lyrics 91.00 

2. [6] Lyrics DNN + XLNet 2595 lyrics +180 songs 94.78 

3. [3] Lyrics SVM 900 lyrics 74.8 
4. This paper Lyrics XLNet Transformers 476 Indonesian song lyrics 58.88 

 

 

Table 7. The comparison result of this paper experiments with the multimodal MER research 
No. Research Modal Model Dataset Test accuracy (%) 

1. [9] Multimodal DNN + CNN-LSTM 2000 songs + 2000 lyrics 78.20 

2. [10] Multimodal LSTM + BERT 1200 songs + 1200 lyrics 79.62 

3. [23] Multimodal Deep convolution network 20000 songs 79.48 

4. [29] Multimodal CNN-LSTM 1000 chinese songs 78.2 

5. [31] Multimodal CNN + LSTM 1162 minnan songs 83 

6. This paper Multimodal Proposed fusion method 476 songs + 476 lyrics 80.56 

 

 

From Tables 5 and 6, it can be concluded that MER text experiments consistently achieve higher 

accuracy than MER audio. This happens because the complexity of Mel-spectrogram data from audio is 

much higher. From Table 5, the highest results for audio were achieved by research from [22] got an 

accuracy of 72.4%. In Table 6, the highest result for the lyric mode was achieved by [6], who obtained an 

accuracy of 94.78%, and In Table 7, this paper achieved a similar multimodal result compared to the other 

multimodal research with an accuracy of 80.56%, got slightly lower than [31] with the 83% accuracy. 

For audio modal, this paper achieved an accuracy of 43.12% and has not been able to outperform 

the research of [22] with an accuracy of 72.4%. This is due to the lack of an audio dataset and an unbalanced 

model. Likewise, the lyric modal of this paper, with an accuracy of 58.88%, has not been able to outperform 

the research of [6] with an accuracy of 94.78%. This is due to the possibility that the XLNet model which 

was pre-trained was in Malay, considering that the dataset used was Indonesian, and the XLNet model was 

trained in Malay. Meanwhile, for multimodal, this study obtained high results with an accuracy of 80.56% 

which can be seen in Table 7. This happens because this study proposes to use a state of art model with the 

highest results from other research studies; besides that, hyperparameter tuning plays a vital role as a 

determinant of the final accuracy of the multimodal system even though the results are not maximized due to 

dataset limitations. 

In conclusion, the method that this research proposes has achieved quite good results even though 

the results obtained are less than optimal due to the small dataset. However, this study succeeded in 

enhancing and enriching the research of [14], which uses the same dataset with an accuracy of 58.33% to 

80.56%. This method also got similar results to current multimodal MER studies. 

 

 

4. CONCLUSION 

This study introduces multimodal emotion recognition in Indonesian songs that use audio and lyric 

modes. The model used in the audio-based MER is the CNN-LSTM model, while the lyrics-based MER uses 
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the XLNet model. The stacking ensemble method combines the output audio and text classifier results. The 

neural network is also used in this research function as a meta classifier that aims to obtain linear prediction 

results.The multimodal method aims to enrich and improve the accuracy of the audio-based MER which used 

the CNN-LSTM. After carrying out the testing process, the fusion method achieved an accuracy of 80.56% 

which resulted in a significant increase in results compared to the single modal MER study. The results of 

this study are also competitive with the other multimodal MER method. Several areas must be improved in 

future research, such as try exploring other methods to improve the multimodal network, improving the text 

model with features such as part of speech (POS), or trying to improve the audio model with CNN-LSTM 

networks. Asking the expert help to annotate emotions in music datasets or crowdsourcing methods, the last 

and most important is to add more audio data and lyrics data also, make sure the data is balanced on each 

label. 
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