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1. INTRODUCTION

Based on the disability data from the Ministry of Social Affairs in 2012, they figures that in
33 provinces of Indonesia, 223,655 people were deaf (around 10.52%), 151,371 were speech impaired
(around 7.12%), and were deaf and speech impaired (dumb deaf) as many as 73,560 (around 3.46%) [1].
If calculated, around 21.10% of Indonesia's population experiences hearing and speech problems. This is
very concerning because around 21.10% of the population in Indonesia has difficulty in communicating with
normal people, as well as to their fellow deaf and speech impaired people. This difficulty is caused by
the inability of the other person to recognize sign language issued by speech impairments. If you want to
recognize sign language from the communicator (speech impaired), then the communicant must learn
and train themselves to understand the meaning of the sign language [2]. This is the reason why the research
team feels the need to make a technology that can help deaf and speechless people communicate with each
other as well as normal people.

At present the development of computer technology is rapid, making computing capabilities on
computers also increase [3]. Machine learning technology has many benefits for people's lives in different
aspects [4-6]. Machine learning technology is used to identify objects in an image, conversations into text,
match news, upload products according to user interests, and select relevant results on a search [7]. Some of
the algorithms/models used in machine learning technology include neural network and deep learning.
Learning representation (representation learning) is a method that allows a machine to process raw data
and automatically find the representation needed for detection or classification. Deep learning is a method of
learning representation that allows computational models that are composed of many layers of processing to
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learn data representation with many levels of abstraction [8]. This method significantly increases performance
in the introduction of conversations, visual object recognition, object detection and so on [9]. One of the deep
learning methods that are often used for image recognition is deep convolutional neural networks.

Hand gesture recognition technology made based on image processing and computer vision.
Computer vision is a system in image processing that obtained an image from electronic cameras and similar
to human vision systems where the brain processes images from the eye. To enhance raw image from camera
so we can improve the pictorial information we need an image processing [10]. At present, computer vision
is a topic that is widely discussed by us originating from electrical engineering, computer scientist, etc.
This system is used in many ways, such as checking object size, food quality, detecting faces automatically,
recognizing humans through iris, etc. The technology that will be developed by the research team to help
speech impaired, deaf and normal people to communicate is a technology that applies computer vision,
namely hand recognition using the CNN algorithm. The purpose of hand recognition is to provide natural
interactions between humans and computers that can process data and then process it into information.
Of course, this is very useful for the speech impaired people and they companion because communicants can
understand sign language delivered by communicators (speech impaired). Unlike the hearing aids that have
been circulating in the market such as SIGNLY (gloves for detecting movement and finger positioning),
Kinect, Albab, etc., the technology that will be developed by the research team is technology that will change
sign language from speech impaired people becomes a sentence that can be understood by opponents
of communication.

2. RESEARCH METHOD

Convolutional neural network (CNN) is an approach that builds the invariance properties into
the structure of a neural network and it was based a neocognitron model which is also hierarchical
and multilayered structured [11-13]. CNN have succeeded in the problem of image recognition
and classification, and have been successfully implemented for the introduction of human body movements
in recent years. In particular, experiments have been carried out in the field of introduction of sign language
using CNN, with the condition of inputs that are sensitive to background change. By using a camera that can
detect the depth and contours, the process of recognizing sign language is made easier through the development
of depth characteristics and movement of profiles. For each sign language introduction, the use of sensing
technology is rapidly gaining popularity, and other tools have been incorporated into processes that have
proven successful. Developments such as specially designed color gloves have been used for hand recognition
processes and make feature extraction steps more efficient by making certain gesture units easier to identify
and classify [14, 15].

However, until now, the method of introducing automatic sign language cannot utilize sensing
technology that is usually carried out daily. Previous works used camera technology that was very basic to
produce simple image data sets, without information on depth or contours available, only pixels exist. Efforts
to deal with the task of classifying several ASL letter movement images have been successful but using
the AlexNet architecture that has been previously trained.

In this paper we proposed a simple model E architecture to detect the hand gesture and varying
the filter size for the input. The Model is based on traditional convolutional neural network which being
used for many applications such as house numbers digit classification and has a good performance [16].
The architecture could be seen in Figure 1, that from the first convolution layer until the fourth we modified
the filter size (1x1, 3x3, 9x9, and 11x11) and also we did the experiment that using 5x5 filter sizes for all
convolution layer except the fourth layer that using 4x4 filter size. We have model E with different filter
there are: model E which have 1x1 filter size, model E with 3x3 filter size, model E with 9x9 filter size,
and model E with 11x11 filter size. Also we have model E with 5x5 filter size except its fourth layer with
4x4 filter size. In this research, we will see which filter gives the best accuracy result by doing some test
experiments. After that we compared our model with previous AlexNet architecture to get accuracy. Estimating
the accuracy of our model is central for this research, so we can measure our system performance [17].

In this research we use a collection of SIBI (Indonesian Language Signal System) dataset that taken
from online datasets sourced kaggle.com and in the form of ASL (American Sign Language) datasets which
consisting of 29 objects, 26 letters (a-z), nothing, delete, and space [18]. This is because SIBI has adopted
ASL to become a standard sign language and standard in Indonesia. In carrying out this research,
we conducted several steps as follows:
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Figure 1. Model E architecture with 1x1 filter size

2.1. Collecting a dataset

The SIBI dataset, shown in Figure 2 (a) that has been obtained divided into two categories with
a ratio of 80:20 using holdout method in cross validation. The data is consist of 80% training dataset and 20%
testing dataset. Furthermore, the data were analyzed for physical forms such as file size, pixel number, image
clarity (noisy) to facilitate the training process and data validation test. After that in Figure 2 (b), the colored
dataset (RGB/red green blue) undergoes a color transformation stage to grayscale (gray) and then undergoes
transforms again to black and white (binary image) to separate between background and foreground image
using a background subtraction [19, 20]. Here is the SIBI dataset that we used:
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Figure 2. Dataset, (a) SIBI dataset, (b) Conversion of RGB images to binary images

2.2. Image preprocessing
In this stage we try to convert images from RGB to binary color space. Image preprocessing is done
to improve the computer accuracy when recognizing images and the time efficiency to recognize images.

In the image preprocessing stage, several steps are carried out such as:

— Segmentation: good segmentation process leads to perfect feature extraction process and the later play
an important role in a successful recognition process [21, 22]. So for segmentation we use thresholding
method to find the pattern and the background image. The value for the background image is O
and foreground (hand) image is 1 as shown in Figure 3.
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Figure 3. Thresholding process, (a) Thresholding output, (b) Output binary representation

—~
(=)
~

— Resizing: resizing to help image processing performance where the image size is adjusted to the standard
height and width of the source image input. Each hand dataset could have a different resolution, so to
maintain the input size we need to standarize the image resolution for 100x100 pixels.

— Rescaling: re-scaling to prevent image distortion.

— Noise removal: use an efficient method of removing noise from image, so we will get the better analysis
result from the system. In this research we use BM3D filter [23].

2.3. Modeling and training

At this stage, we built a simple model called Model E and the processing is done by using NVIDIA
Geforce 930mx software that is operating under the Windows 10 Pro operating system. This model consists
of 4 convolutional layers, 4 max pooling 2D pieces, and 1 fully connected layer. We use 4 max pooling
because it can greatly improve the statistical efficiency of the network [24]. The training process uses a 5x5
matrix filter on the first layer to the third layer and uses a 4x4 filter in the fourth layer, shown in Figure 4.
Furthermore, the number of epochs used is 150 with a step count of 1000 and this is done to produce high
data accuracy. We take conventional approach to look for similar problems and deep learning architectures,
which have already been shown to work, because there is no general answer to determine hyperparameter
such as kernel size, output maps, and CNN layers. Then a suitable architecture can be developed by
experimentation. The model E is a simple model of conventional CNN that improve based on experiment.
If we compare a smaller filter size to larger filter size, the larger one extracted quite generic features that
spread across the image and capture the basic component of image. Model E use larger filter size from 15 to
3 Jayer because the hand sign does not have a complex features, although the amount information that
extracted is lesser but it will use lesser memory for backpropagation. In the 4™ layer we used smaller filter
because we will have a better weight sharing.
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Figure 4. Model E architecture with 4x4 filter size in 4™ convolutional layer

2.4. Testing

After the model has been built and the data is already passed the training phase, then the next step is
testing. At this stage we tried to classifying test images using 2 models with different filters. A common
problem that found during training neural networks is the choice of number training epochs that will used.
Too many epochs can lead to overfitting of the training dataset, whereas too few may result in an underfit
model [25]. So we try various number of epochs and see when the model performance stops improving.
We choose the number of epoch based on the best model performance.
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3. RESULTS AND DISCUSSION
The results of this research will consist of 3 main parts, there are data preparation stages, modeling
stages, and testing stages.

3.1. Data preparation
The dataset is consist of 3000x29 imagery of hand gesture language. The image size is converted to
100x100 pixels with the binary format and stored in .png format.

3.2. Modeling

The experiment is conducted by using model E which uses several types of filter sizes. Model E
implement the stochastic gradient descent (SGD) method with learning rate=0.01 and 50 epochs.
Then the highest result of the fifth filters will be compared to AlexNet model. The graph of the training
process can be seen in the Figure 5. From Figure 5 within the five filters, filter with combination 4x4 and 5x5
kernel size has the best accuracy when the epoch reaches 50.
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Figure 5. Experiment results based on the dataset type, (a) Model E with filter 1x1, (b) Model E with filter
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3.3. Testing
In our experiment, we have succeeded in classifying images that taken from the dataset. The image
data was taken from ASL (American Sign Language) hand motion images.

3.3.1. Dataset test

The results of our experiment can be seen in Table 1 which is the experimental results based on
the different dataset type. In Table 1 can be seen that there are three types of color spaces that are compared,
there are RGB (red, green, blue), grayscale (gray), and binary (black and white). In this comparison,
the parameters that we used has the same value, such as the kernels/filters having a matrix of size 1x1, epoch
numbers are 100, and the total steps are 1000. If we sorted by the accuracy of the training data, the highest
accuracy is in the RGB type with values 0.8759 and the lowest accuracy is in the Binary type which
is 0.6776. However, at this initial comparison stage, we only take the lowest time/duration during
the computational process to produce fast output without considering the accuracy of each type of dataset.

Table 1. Experiment results based on the dataset type

Dataset type Computing time duration (hour) Kernel Epoch  Step  Accuracy Loss
Grayscale 49.52 1x1 100 1000 0.8538 0.3961
Binary 30.49 1x1 100 1000 0.6776 0.9380
RGB 42.84 1x1 100 1000 0.8759 0.4316

In this comparison process, the kernel was intentionally implemented following the SqueezeNet
model measuring 1x1 to speed up the computing [26]. After the training phase is done, it turns out that
the type of dataset that has the fastest computing duration is the “binary type” with an execution time for
30.49 hours and the duration of computing is longer for the grayscale type which is for 49.52 hours. Based on
the results that already obtained, we decided to use binary data types to speed up the process of training
and testing of sign language data.

3.3.2. Filter size test

Next, the dataset in the form of binary is compared again to determine the most effective filters to
apply in the process of recognizing sign language. In Table 2 we could see an accuracy comparison based on
filter size. From Table 2 can be seen that the number of the epoch, step, and convolutional layers that we
used has to be in the same amounts. The epochs numbers are 50, steps are 10, and convolutional layers are 4.
This experiment was done to test the accuracy of the model with a different number of filters. The difference
in filter size can affect the accuracy of training data and testing data. This is proofed by the difference in
accuracy that we acquired. The highest level of accuracy is in the 5x5 filter combined with 4x4 filters, which
are equal to 0.19, while the lowest level of accuracy is in the 11x11 filter, which is equal to 0.09. Based on
these results, we decided to use a 5x5 filter combined with a 4x4 matrix.

Table 2. Experiment results based on filter size

Conv. layer Kernel Epoch Learning rate Step  Accuracy Loss
4 1x1 50 0.01 10 0.0938 3.2911
4 5x5 (3 layer) +4x4 50 0.01 10 0.1938 2.9334
4 3x3 50 0.01 10 0.1156 3.2564
4 11x11 50 0.01 10 0.0906 3.2578
4 9x9 50 0.01 10 0.0305 3.3674

3.3.3. Epoch size test

After do some experiment for dataset type and filter size, we also conducted a comparison for
the number of epochs to obtain the highest accuracy from the training and testing data. The results of this
experiment can be seen in Table 3.

Table 3. Experiment results based on epoch amount

Conv. layer Kernel Epoch  Learning rate Step Accuracy  Loss

4 5x5 (3 layer) +4x4 50 0.01 150 0.7388 0.7651
4 5x5 (3 layer) +4x4 100 0.01 150 0.8596 0.4024
4 5x5 (3 layer) +4x4 150 0.01 150 0.9379 0.1777
4 5x5 (3 layer) +4x4 200 0.01 150 0.8360 0.4860
4 5x5 (3 layer) +4x4 250 0.01 150 0.8981 0.2879
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In Table 3, it can be seen that the number of convolutional layers, steps, and filters are in the same
size, the convolution consists of four layers, 1000 total steps, and 5x5 filters size for the first into third
convolutional layer and 4x4 sized matrices in the fourth convolutional layer. Based on these results,
the highest accuracy is at the 150th epoch with an accuracy rate of 0.9379 and the lowest accuracy is at
the 50th epoch with an accuracy rate of 0.7388. The higher the number of epochs that are applied during
the training and testing process, the higher the level of accuracy of the data, so that we decide to use epoch
which amounts to 150 to be used as parameters when performing the recognition process.

3.4. Discussion of differences in 2 models

In determining whether model E is a suitable and relatively efficient model for performing
recognition processes on SIBI, we compare model E with a pre-existing model and are generally used for
recognition, the AlexNet model. The AlexNet model is often used in the process of hand gesture recognition
for sign language. This is due to several advantages of AlexNet such as simple, using the CNN architecture
that is basic, and effective. An accuracy and loss comparison of model E with the trained Alexnet model can
be seen from the following TensorBoard graph in Table 4.
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Both models use the same number of epochs as 50, step 150, and learning rate 0.01, but use different
numbers of convolutional layers, five layers in the AlexNet model and four layers in model E. The different
layers make the AlexNet model require longer computation time to do the training process compared to
model E, where AlexNet requires 1.72 hours while model E takes 0.71 hours.

Comparison of model E with the AlexNet model can be seen that the performance of model E is
more efficient than the AlexNet model because in model E, accuracy tends to rise from the lower left to
the lower right, while in the AlexNet model accuracy tends to increase and decrease in succession. In
the AlexNet model, the accuracy of the 4™ epoch increase in training reaches accuracy at 0.0531
and decreases at 0.02 at the 5% epoch, and at the 7™ epoch decreases to 0.01. Then, at the 48th epoch,
it increases to 0.0625, drops back to the 49" epoch to 0.0438, and drops again to 0.0250 at the 50" epoch.

In model E, the training accuracy is 19.38% and validation accuracy is 30.94%. Then, training loss
is 2.9334 and the validation loss is 2.4456. In the AlexNet model, the training accuracy is 2.50%
and validation accuracy is 3.28%. Then, the training loss is 3.3700 and the validation loss is 3.3669. Based on
these data, the model E has better prediction compare to AlexNet Model because the total loss in model E is
smaller than the AlexNet model.

Based on the results of a comparison between model E and AlexNet, we decided to use model E in
classifying and predicting sign language (SIBI). Then, we optimizes the model again by increasing
the number of epochs to 100, the stepper epoch being 960, and the validation step being 2600, resulting in
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a 96.83% accuracy. This quite high result indicates that the model has a good learning ability so that it has
a good level of prediction. The model E that has been improved is then used by us to recognize sign
language, and then combine the results into a sentence.

4. CONCLUSION

The model E is the model that based on simple CNN architecture and uses a number variation
of filter size. The model E is proven to have a better performance with larger filter size from 1% to 3" layer
because the hand sign does not have a complex features, although the amount information that extracted is
lesser but it will use lesser memory for backpropagation. In the 4" layer the smaller filter is being used here
because it will have a better weight sharing. For the epoch variable already tried a various number of epochs
and seen when the model performance stops improving, for model E the number epoch that give the best
performance is 150. As the result we suggest to use 150 number of epoch for hand gesture experiment with
model E. Moreover, CNN can be managed to recognize or classify hand gestures especially in the Indonesian
Language Signal System with accuracy of 96.82% by using model E. With the same number of epoch for
AlexNet model we found our model E was perform slightly better with delta 16.88%. For further research,
we will try a model that can recognize sign language by observing static to dynamic gestures. So the gesture
that observed from the camera could directly recognize into a language.
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